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Streak cameras are powerful tools for temporal characterization of ultrafast light pulses, even at the
single-photon level. However, the low signal-to-noise ratio in the infrared range prevents measure-
ments on weak light sources in the telecom regime. We present an approach to circumvent this
problem, utilizing an up-conversion process in periodically poled waveguides in Lithium Niobate.
We convert single photons from a parametric down-conversion source in order to reach the point of
maximum detection efficiency of commercially available streak cameras. We explore phase-matching
configurations to apply the up-conversion scheme in real-world applications. Published by AIP
Publishing. https://doi.org/10.1063/1.5004110

Characterization of ultrafast pulses with pulse durations
of only a few picoseconds or less is a challenge, especially
when it comes to the direct observation in the time domain.
Optical autocorrelation measurements1,2 and streak cameras3

are among the most popular techniques to measure the tem-
poral intensity envelope of photons. Indirect temporal mea-
surements using spectral shearing interferometry,4,5 also
known as SPIDER, and frequency resolved optical gating,6

known as FROG, have been demonstrated, where time-
domain information can be extracted through the Fourier
transform. Streak cameras are able to provide direct tempo-
ral measurements at the single-photon level7–9 and have
become standard tools in semiconductor physics. Streak
cameras allow for the measurement of many different
degrees of freedom,10,11 and one reason for the device’s
success is the possibility to record time-resolved spectra in
combination with a spectrometer. However, streak cameras
rely on the conversion of light to electrons using photocatho-
des, which are generally inefficient at wavelengths longer
than 900 nm. In fact, all demonstrations of streak camera
measurements at a single-photon level have been performed
at wavelengths shorter than 900 nm. No matter whether the
light source was a semiconductor system,9,12–14 parametric
down-conversion source15 or organic molecules,16 the emis-
sion was in the spectral range where streak cameras operate
at high quantum efficiency. While single-photon-level opera-
tion is possible in the visible and near-infrared range, to date,
there is no commercial streak camera system capable of
detecting telecom light at the single-photon level with satis-
factory quantum efficiency. As streak cameras are known to
be powerful tools for low-light applications, such tools for
infrared light would certainly prove tremendously useful.

Using an atomic gas chamber instead of a classical pho-
tocathode improves infrared sensitivity over a broad spectral
range17 but highlights that further development of telecom-
sensitive streak cameras is technically very challenging.
Already early in the development of streak cameras, this
issue was circumvented using an up-conversion detection

system18 based on a sum-frequency generation (SFG) pro-
cess, but this implementation suffered from low detection
efficiency, limited by the conversion efficiency of the SFG.
The scheme was used later on to detect high intensity radia-
tion from a CO2 laser.19 The up-conversion streak camera
was superseded when models with different cathode materi-
als made the direct observation of infrared light in the tele-
com band possible20 but still with highly limited efficiency.

Since the development of the up-conversion streak
camera, there have been experiments showing the value of
up-conversion techniques for single-photon measurements.
Besides up-conversion assisted photon counting,21 direct
temporal measurements using up-conversion have been dem-
onstrated. One example is the measurement of the temporal
intensity of photons from a parametric down-conversion
(PDC) source.22,23 However, this method cannot provide a
simultaneous observation of two degrees of freedom such as
time and frequency, as would be possible with a streak cam-
era when combined with a spectrometer. However, only a
very high-efficiency conversion process can enable single-
photon detection beyond 900 nm with a streak camera.

Pulsed PDC sources are ideal candidates for verifying the
performance of any measurement apparatus at the single-
photon level. Indeed, it has been suggested to use PDC sour-
ces for detector calibration.24 The mean photon number can
be readily ascertained from only the click- and coincidence
rates, for example, using an avalanche photodiode. The mean
photon number of the light source under investigation, in par-
ticular, is a parameter not often found in the streak camera-
related literature, despite being essential for the evaluation of
the performance of streak cameras at the single-photon level.

In this letter, we demonstrate that the detection of single
photons in the infrared range at a wavelength of 1550 nm is
possible when a highly efficient up-conversion process is
employed. We propose to use a conversion process that
stretches the pulse in order to increase the temporal resolu-
tion. The concept of pulse stretching while keeping the time-
bandwidth-product constant, i.e., bandwidth compression,

0003-6951/2018/112(3)/031110/5/$30.00 Published by AIP Publishing.112, 031110-1

APPLIED PHYSICS LETTERS 112, 031110 (2018)

https://doi.org/10.1063/1.5004110
https://doi.org/10.1063/1.5004110
http://crossmark.crossref.org/dialog/?doi=10.1063/1.5004110&domain=pdf&date_stamp=2018-01-19


has been demonstrated using SFG;25 however, the efficiency
of the process needs to be significant to make observation
using even the most sensitive streak cameras possible. We
recently introduced a similar scheme that uses an engineered,
waveguided SFG,26 providing both a sufficient conversion
efficiency and a bandwidth compression factor of 7.5. We
demonstrate the performance of the up-conversion device
together with a streak camera by measuring the temporal
intensity envelope of single photons at wavelengths longer
than 900 nm, namely, from a telecom PDC source.

The main noise source for streak cameras is thermionic
emission from the photocathode.27 At long wavelength, the
detection of single photons is hindered by the strong cathode
noise and low quantum efficiency. Cathode noise has been
shown to add additional electrons during photo-electric con-
version.28 This makes direct observation of faint infrared
signals beyond 900 nm highly difficult. Even though many
streak camera models have electron multipliers that enable
operation in a so-called “single-photon counting mode,”
where a single photon causes an electron avalanche detect-
able on the phosphorus screen and CCD, this operation mode
is unsuitable for infrared measurements since most of the
amplified electrons arise from cathode noise. Moreover, it
has been shown that drastic reduction of the repetition rate is
required to achieve a better signal-to-noise ratio in the
single-photon counting mode.9,29 The dark count rate with a
NaKSbCs-cathode (usually designated S-20) is in the range
of 500 counts per second,30 assuming a 5-mm cathode diam-
eter. Even at 900 nm, the quantum efficiency of the men-
tioned cathode is as low as 0.1%27,31,32 (and much lower at
longer wavelengths), which implies that an input of 5 00 000
counts per second is required to achieve a signal-to-noise
ratio of 1, not counting other noise sources like thermionic
emission of other components, camera readout, and thermal
noise. While the S-20 material is intended for use in the visible
range, other cathode materials better suited for operation in the
infrared range do exist, like InP/InGaAs or AgOCs (known as
S-1). However, their quantum efficiency is of the same order
of magnitude.27 With the use of the presented up-conversion
device, it is possible to harness the excellent quantum effi-
ciency of S-20 photocathodes (40 mA/W@500 nm for S-20 vs.
1 mA/W for S-131) for imaging of infrared radiation.

Figure 1 depicts the experimental apparatus. It consists
of a photon pair source, a frequency converter, and a streak
camera. The photon pairs are generated using a PDC source
identical to the one used in Ref. 33. It provides photon pairs
at a central wavelength of 1545 nm with a bandwidth of
6 nm. The source is pumped with pulses from a Ti:Sapphire
laser with a pulse energy of 120 pJ, resulting in a moderately
low mean photon number of 0.2 per pulse emitted by the
source. The pump beam for the PDC source is generated by
a cascade of an optical parametric oscillator (OPO) and sec-
ond harmonic generation (SHG) in a periodically poled
Lithium Niobate bulk crystal. We use a 4-f bandpass filter to
narrow down the pump spectrum. The bandwidth is set to
3 nm, which yields a spectrally decorrelated PDC state.26

The photon pairs from the type-II process are separated
with a polarizing beam splitter, and one of the photons is
sent to the frequency converter. The conversion is achieved
by means of a quantum pulse gate (QPG),34,35 a device based

on a group-velocity matched SFG in Titanium-indiffused
waveguides in Lithium Niobate. The process is pumped with
pulses with a central wavelength of 854 nm from the
Ti:Sapphire laser, shaped by a spatial light modulator (SLM)
based pulse shaper. The pulse shaper allows us to shape the
spectral intensity and phase to maximize the overlap with
the PDC photons and therefore conversion efficiency. Using
a 27-mm long crystal, we achieve an internal conversion
efficiency of 61.5%. The details regarding the engineering,
efficiency, and verification of group-velocity matching of the
process are elaborated in Refs. 26 and 36.

We record the up-converted light at 550 nm on a
Hamamatsu C5680 streak camera equipped with an S-1 pho-
tocathode and an ORCA-ER CCD camera. The device’s
deflection circuit is being operated in the so-called synchro-
scan mode, where the deflection circuit’s repetition rate is
synchronized and actively stabilized to the laser’s repetition
rate of 80.165 MHz. The SFG process causes no additional
constraints on the repetition rate. The photocathode is oper-
ated at room temperature. Its spectral response is 1 mA/W at
550 nm and below 10!3 mA/W at 1550 nm.31

In Fig. 2, we show the resulting background-subtracted
image captured with the streak camera’s CCD. The image is
integrated over 32 individual exposures of 10 s each. While
other camera models may permit longer exposures, this would
merely reduce the impact of readout noise, while the dominant
cathode noise persists. For the background image, the PDC
beam path was blocked directly behind the source. The multi-
channel plate gain was set to 2/3 of the maximum value. At
larger amplification, the cathode noise became the dominating
noise source. With these settings, the signal was just above
the noise floor of the camera, where the readout noise domi-
nated over the dark current. For this reason, the largest possi-
ble exposure time of ten seconds was chosen for this
measurement. Fig. 3 shows the temporal intensity envelope
extracted from Fig. 2 by integrating in the horizontal direction

FIG. 1. Setup used in the experiment. Ti:Sa, titanium sapphire laser; OPO,
optical parametric oscillator; SHG, second harmonic generation; BP, band
pass filter; PBS, polarizing beam splitter; DM, dichroic mirror; SMF, single
mode fiber; MCP, multi-channel plate; and CCD, charge coupled device;
ppKTP, periodically poled Potassium Titanyl Phosphate; ppLN, periodically
poled Lithium Niobate.
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over the area bound by the white lines. Error bars were created
from the fluctuations around the mean values inside 5 ps bins.
This corresponds to the temporal resolution of the device as
given by the focus spot size on the photocathode. Such an
approach is reasonable as the imaged spot size on the CCD is
much larger than the pixel size.

From previous measurements on the initial temporal
intensity envelope in Ref. 23, the pulse duration before the
conversion process is known to be 1.1 6 0.2 ps (FWHM). This
up-conversion process alters the temporal envelope and
stretches the pulse duration. From theory, we expect a duration
of 27-ps with a long top-hat shape. The output is then con-
volved with the streak camera’s response function given by its
limited resolution of 5 ps. We therefore expect to measure a
final pulse duration of 28.5 ps. However, the measured pulse
duration is merely 22.6 6 0.5 ps. The initial photon pulse dura-
tion was confirmed using a non-linear cross-correlation tech-
nique.23 Therefore, the observed discrepancy can only be

caused by the conversion process. Imperfections in the periodic
poling of the waveguide structure yield a shorter effective
interaction length, resulting in a shorter output pulse. A shorter
interaction length is in accordance with the asymmetric phase-
matching measured in Ref. 26, as a perfectly homogeneous
non-linearity profile over the whole crystal length would yield
a symmetric sinc phase-matching spectrum, which is not
observed in the sample employed here.

To ascertain how much the up-conversion scheme
improves the overall detection efficiency, we must consider
two key figures. First, the external conversion efficiency of the
process, which includes how much light inside the waveguide
is converted as well as linear losses, is measured to be
27.1%.26 This linear loss is more than balanced out by the fact
that the photocathode’s quantum efficiency documented in the
literature27,31,32 is 3 orders of magnitude higher at 550 nm than
it is at 1550 nm. The two numbers multiplied give rise to an
improvement of the detection efficiency by a factor of at least
250. Other photocathode models exist that provide better quan-
tum efficiency at 550 nm. These photocathodes have an effi-
ciency enhanced by two orders of magnitude but may not be
sensitive to telecom light at all. In terms of detection efficiency,
our work conclusively shows that up-conversion schemes are
viable to make single photons in the infrared range accessible
by streak cameras. In this work, the brightness of the converted
light was just barely above the detection limit of the streak
camera; however, moving from the employed S-1 photocath-
ode to the one that is more efficient at this wavelength would
provide an improvement of 100 to the quantum efficiency.

The up-conversion process in combination with the
particular streak camera used in this work facilitates the
characterization of telecom photons. However, the configu-
ration of the conversion, in particular, the engineered
phase-matching, has both advantages and drawbacks. We
define the phase-mismatch in a traditional way using the
wavenumber k¼ 2pn(k)/k, where n denotes the effective
refractive index of the waveguide mode and the poling
period K used to achieve quasi-phase-matching

Dk ¼ kpump þ kinput ! koutput þ
2p
K
: (1)

This phase-matching function is the governing quantity of
the up-conversion process. Its orientation with respect to the
signal and idler frequency axes depends strongly on the dis-
persion @x/@k of the material and waveguide. In the process
employed in this work, plotted in Fig. 4(a), the resulting
spectral transfer function is flat, which means that the output
is mostly independent of the input37 and there are no spectral
correlations between the two. On the one hand, this provides
excellent conversion efficiency and bandwidth compression
due to the group-velocity matching between input and the
pump. However, the phase-matching of the process masks
the temporal-spectral information of the PDC state. The
calculated temporal amplitude s(t) of our process at the out-
put of the waveguide reads38

sðtÞ /
ð

dxejxt

ð
dx2F1ðx! x2ÞF2ðx2Þ

& e!jx2sejðDkþaxÞL=2 & sinc ðDk þ axÞ L
2

" #
; (2)

FIG. 2. Streak camera image for the up-converted PDC photon, obtained by
analog integration over 32 exposures with a 10 s exposure time each. The
white lines indicate the integration boundaries used to obtain the temporal
profile. The horizontal axis covers merely the spatial degree of freedom and
carries no physical information in this measurement scenario.

FIG. 3. Integrated temporal profile of the up-converted PDC photon obtained
from the streak camera image in Fig. 2. Error bars were calculated using the
standard deviation around the averaged counts in 5 ps bins. The blue dashed
line indicates a Gaussian fit used to obtain the temporal duration.
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where a ¼ _ks ! _k1 denotes the mismatch between inverse
group velocities of output and input, Dk again denotes the
corresponding phase-mismatch, F1(x) and F2(x) are the
spectral intensities of input and the pump with respect to
angular frequencies, respectively, and L is the effective crys-
tal length. First, the output is defined by a convolution of the
pump and input spectra (see integral over x2). In our case,
these have a comparable shape and bandwidth. Inside the
Fourier transform (see integral over x), this convolution is
multiplied by a sinc-function which, in the case engineered
here, only depends on the phase-mismatch and crystal
length, as the group velocity mismatch _k1 ! _k2 is zero. The
bandwidth of the photons in the experiment allows us to
neglect dispersion. The temporal profile is therefore the
Fourier transform of the convolved spectra of input and the
pump, multiplied with the Fourier transform of the sinc-
shaped phase-matching. In the temporal domain, the ampli-
tude is therefore the convolution of individual Fourier
transforms

sðtÞ ¼ FT

ð
dx2F1ðx! x2ÞF2ðx2Þ

" #

' FT sinc ðDk þ axÞL
2

" #" #
: (3)

We find two competing timescales: One set by the dura-
tion of the input fields and the other by the crystal length. In
our case, the temporal profile is dominated by the contribu-
tion of the sinc-function given by the long crystal. The
Fourier transform of the spectral overlap integral, which has
a duration of the order of 1 ps, is therefore convolved by a
rectangular function of 27 ps width, which masks the tempo-
ral information about the PDC state significantly. While, in
principle, the initial temporal profile could be reconstructed,
faithful deconvolution may be highly dependent on the spe-
cific application, i.e., the crystal, streak-camera, and pulse
shape used, imposing limits on the complexity of possible
input pulse shapes.34,35 While this has no impact on the
improvement of the detection efficiency, a process which

preserves the temporal profile is desirable. It is therefore
appropriate to consider alternative process conditions regard-
ing group velocity matching and phase-matching.

In a general type-0 process, the transfer function [Fig.
4(b)] is angled compared to the one employed in this work
[Fig. 4(a)]. The angle introduces correlations between input
and output frequencies and therefore constitutes a means of
direct mapping of pulse shapes in the limit where the input
pulse bandwidth is much larger than the bandwidth of the
transfer function. This facilitates a means of preserving the
temporal envelope of the converted pulse. The temporal
properties of such a process, e.g. pulse reversal and temporal
stretching, have recently been investigated theoretically.39

This type of process has already been employed in up-
conversion detection schemes.21 Since it makes use of the
highest non-linear coefficient in Lithium Niobate, it can be
highly efficient.

In the future, we hope to expand the scheme to heralded
measurements, which would require some form of feed-
forward beam blocking mechanism. While such fast pulse
picking devices are lossy in general, the up-conversion
approach presents the advantage that the SFG pump can be
switched instead, hence providing lossless pulse picking. It
is noteworthy that photon correlation measurements like
the ones performed in Ref. 7 are still possible using up-
conversion since the process has been shown to preserve
non-classical photon number statistics.26

We demonstrated the feasibility of using a highly effi-
cient SFG in Lithium Niobate to detect single photons at
telecom wavelength on a streak camera. This allows to us
harness the exceptionally high quantum efficiency of photo-
cathodes designed for use with visible radiation for imaging
of infrared radiation. The exceptionally high efficiency of
the process makes it feasible to employ streak cameras for
various experiments in quantum optics not only as a means
of direct temporal observation of single photons but also as a
picosecond-resolution photon counter. For typical fluores-
cence spectroscopy applications, the up-conversion scheme
could be used in a variety of ways, for example, the

FIG. 4. (a) Spectral transfer function of the up-conversion process employed in this work. (b) Spectral transfer function of the proposed up-frequency genera-
tion process.
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characterization of the emission of infrared semiconductor
laser structures far below threshold.
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